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Data Structures 

(Open Elective-I) 

 
Course Objectives: 

• Solve problems using data structures such as linear lists, stacks, queues, 
hash tables  

• Be familiar with advanced data structures such as balanced search trees, 
AVL Trees, and B Trees. 
 

 Course Outcomes: By the end of the course student will be able to  

• Select appropriate data structures as applied to specified problem definition.  

• Summarize and understand the practical applications of several advanced 
techniques like Hashing and Analyzing and Implement appropriate sorting 
/searching technique for given problems. 

• Demonstrate the operations such as Insertion, Deletion and Search on Data 
structures like Binary Search Tree and solve the problems. 

• Demonstrate the operations such as Insertion, Deletion and Search on 
Advanced Data structures like Heaps, AVL trees and B Trees. 

• Comparisons of trees like Red Black trees and B-Trees etc. and priority 
queue operations. 

 
 

UNIT- I: Introduction to Data Structures: Abstract Data Types (ADTs), The List 
ADT: Simple Array Implementation of Lists, Simple Linked Lists, Doubly Linked 
Lists, Circularly Linked Lists. The Stack ADT: The Stack Model, Implementation 
of Stacks, Applications of Stack. The Queue ADT: Queue Model, Array 
Implementation of Queues, Application of Queues. Stacks and Queue 
implementation using linked list. 
 

UNIT-II: Searching: List Searches, Linear and Binary Search Methods. 
Sorting:  Selection Sort, Insertion Sort, Quick Sort, Merge Sort, Heap sort. 
Hashing: Hash Function, Separate Chaining, Collision Resolution-Separate 
Chaining. 
 

UNIT- III: Trees: Binary Trees- Implementation, Expression Trees. Binary 
Search Trees- find, findMin and findMax, insert, delete operations.  
 
UNIT- IV: Trees: AVL Trees- Single and Double Rotation, Operations.  
B-Tree: searching, insertion, deletion 
 

 
UNIT –V: 



Trees: Introduction to Red-Black, splay trees and Comparison of Search Trees 
Priority Queues: Priority Queue Models, Simple Implementations. 
 
Text Books: 

1. Data Structures and Algorithm Analysis, 4th Edition, Mark Allen 
Weiss,Pearson. 

2. Data Structures: A PseudoCode Approach with C, 2nd Edition, Richard 
F.Gilberg, &Behrouz A. Forouzon, Cengage. 

 

References Books: 

1. Data Structures, Algorithms and Applications in java, 2/e, Sartaj 
Sahni,University Press. 

2. Data Structures using C, 2/e, Reema Thareja 
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Object Oriented Programming through JAVA 

(Open Elective-I) 
 

Course Objective: Implementing programs for user interface and application 
development using core java principles  
 
Course Outcomes: By the end of the course student will be able to  

• Discuss and understand java programming constructs, Control 
structures 

• Illustrate and experiment Object Oriented Concepts like classes, 
objects 

• Apply Object Oriented Constructs such as Inheritance, interfaces, 
and exception handling 

• Construct applications using multithreading and I/O 

• Develop Dynamic User Interfaces using applets and Event Handling 
in java 

 
UNIT I: Focus on object oriented concepts and java program structure and its 
installation, Introduction to OOP Introduction, Need of Object Oriented 
Programming, Principles of Object Oriented Languages, Procedural languages Vs 
OOP, Applications of OOP, History of JAVA, Java Virtual Machine, Java 
Features. 
 
UNIT II: Comprehension of java programming constructs, control structures in 
Java Programming Constructs Variables , Primitive Datatypes, Identifiers- 
Naming Conventions, Keywords, Literals, Operators-Binary, Unary and ternary, 
Expressions, Precedence rules and Associativity, Primitive Type Conversion and 
Casting, Flow of control Branching, Conditional, loops.,  
 
UNIT III: Classes and Objects- classes, Objects, Creating Objects, Methods, 
constructors, Constructor overloading, cleaning up unused objects-Garbage 
collector, Class variable and Methods-Static keyword, this keyword, Arrays, 
Command line arguments Interfaces and exception handling Inheritance: 
Types of Inheritance, Deriving classes using extends keyword, Method 
overloading, super keyword, final keyword, Abstract class Interfaces, 
 
UNIT IV: Understanding of Thread concepts and I/O in Java MultiThreading: 
java.lang.Thread, The main Thread, Creation of new threads, Thread priority, 
Multithreading- Using isAlive() and join(), Syncronization, suspending and 
Resuming threads, Communication between Threads. 
 
UNIT V: Being able to build dynamic user interfaces using applets and Event 
handling in java Swing: Introduction , javax.swing package , JFrame, JApplet, 



JPanel, Components in swings, Layout Managers, JList and JScroll Pane, Split 
Pane, JTabbedPane, Dialog Box. 
 
Text Books:  
1. The Complete Refernce Java, 8ed, Herbert Schildt, TMH  
2. Programming in JAVA, Sachin Malhotra, Saurabh choudhary, Oxford.  
 
Reference Books:  
1. JAVA Programming, K.Rajkumar.Pearson  
2. Core JAVA, Black Book, Nageswara Rao, Wiley, Dream Tech  
3. JAVA for Beginners, 4e, Joyce Farrell, Ankit R. Bhavsar, Cengage Learning.  
3. Object oriented programming with JAVA, Essentials and Applications, Raj 

Kumar Bhuyya, Selvi, Chu TMH  
5. Introduction to Java programming, 7th ed, Y Daniel Liang, Pearson  

Core JAVA for Beginners, Rashmi Kanta Das, Vikas. 
6. Object Oriented Programming through JAVA , P Radha Krishna , University 

Press 
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Data Base Management Systems 

(Open Elective-I) 
 

Course Objectives: 
 To learn the principles of systematically designing and using large scale 

Database Management Systems for various applications.  
 
Course Outcomes: At the end of the course, student will be able to  

• Illustrate the concept of databases, database management systems, 
database languages, database structures and their work 

• Apply ER modeling and Relational modeling for designing simple databases. 

• Summarize the concepts related to relational model and SQL and Write 
database queries using relational algebra and structured query language. 

• Design and develop databases from the real world by applying the concepts 
of Normalization. 

• Outline the issues associated with Transaction Management and Recovery, 
Tree Structured Indexing 

 
UNIT I: Overview of Database System: Database System Applications, Purpose 
of Database Systems, View of Data, Database Languages,  Relational Databases, 
Database Design, Data Storage and Querying, Transaction Management, 
Database Architecture, Data Mining and Informational Retrieval, Specialty 
Databases, Database Users and Administrators, History of Database Systems. 

[Text Book -2]  
 
UNIT II: Introduction to Database Design: Database Design and ER Diagrams, 
Entities, Attributes and Entity Sets, Relationships and Relationship Sets, 
Additional Features of the ER Model, Conceptual Design with the ER Model, 
Extended ER features [Text Book -1] 

 
UNIT III: Relational Model: Introduction to the Relational Model, Integrity 
Constraints over Relations, Enforcing Integrity Constraints, Querying Relational 
Data, Logical Database Design: ER to Relational, Introduction to Views, 
Destroying/Altering Tables and Views [Text Book -1]] 

UNIT IV: SQL: Queries, Constraints, Triggers: The Form of a Basic SQL Query, 
UNION, INTERSECT and EXCEPT, Nested Queries, Aggregate Operators, Null 
Values, Complex Integrity Constraints in SQL, Triggers, Exceptions, Procedures, 
Functions [Text Book -1] 
 
UNIT V: Normal Forms: Introduction to Schema Refinement, Functional 
Dependencies, Reasoning about FDs, Normal Forms, Properties of 
Decompositions, Normalization. [Text Book -1] 



 
Text Books: 

1. Data base Management Systems, 3/e, Raghurama Krishnan, Johannes 
Gehrke, Mc Graw-Hill 

2. Data base System Concepts, 6/e, Abraham Silberschatz, Henry F. Korth, 
S. Sudarshan, Mc Graw-Hill 

 
Reference Books: 

1. Database Systems, 6/e Ramez Elmasri, Shamkant B. Navathe, Pearson 
2. Introduction to Database Systems, 8/e,  C J Date, Pearson 
3. Database Systems, 9/e, Carlos Coronel, Steven Morris, Peter Rob, Cengage 
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Computer Graphics 

(Open Elective-I) 
 

Course Objectives:  

•  To develop, design and implement two and three dimensional graphical 
structures  

•  To enable students to acquire knowledge Multimedia compression and 
animations  

• To learn Creation, Management and Transmission of Multimedia objects.  
 

Course Outcomes: At the end of the course, student will be able to  

• Acquire the basics of computer graphics, different graphics systems and 
applications of computer graphics with various algorithms for line, circle 
and ellipse drawing objects for 2D transformations 

• Explain projections and visible surface detection techniques for display of 
3D scene on 2D screen 

• Develop scene with basic graphic primitive algorithms using OPENGL 
programming. 

• Know and be able to Explain selected among models for lighting/shading: 
Color, ambient light; distant and light with sources; Phong reflection 
model; and shading (flat, smooth, Gourand, Phong). 

• Illustrate able to create the general software architecture of programs that 
use 3D object sets with computer graphics 

 
 
UNIT I: 2D Primitives : Output primitives, Line, Circle and Ellipse drawing 
algorithms, Attributes of output primitives, Two dimensional Geometric 
transformations, Two dimensional viewing, Line, Polygon, Curve clipping 
algorithms  
 
UNIT II: 3D Concepts: Parallel and Perspective projections, Three dimensional 
object representation, Polygons, Curved lines, Splines, Quadric Surfaces, 
Visualization of data sets, 3D transformations, Viewing, Visible surface 
identification. 
 
UNIT III: Graphics Programming : Color Models – RGB, YIQ, CMY, HSV, 
Animations, General Computer Animation, Raster, Keyframe, Graphics 
programming using OPENGL, Basic graphics primitives, Drawing three 
dimensional objects. 
 
UNIT IV: Rendering : Introduction to Shading models, Flat and Smooth shading, 
Adding texture to faces, Adding shadows of objects, Building a camera in a 
program, Creating shaded objects, Rendering texture, Drawing Shadows.  



 
UNIT V: Fractals: Fractals and Self similarity, Peano curves, Creating image by 
iterated functions, Mandelbrot sets, Julia Sets, Random Fractals 
 

Text Books:  
1. Donald Hearn, Pauline Baker, Computer Graphics – C Version, second edition, 
Pearson Education,2004. 
2. F.S. Hill, Computer Graphics using OPENGL, Second edition, Pearson 
Education, 2003. 
 
Reference Books:  
1. James D. Foley, Andries Van Dam, Steven K. Feiner, John F. Hughes, 
Computer Graphics- Principles and practice, Second Edition in C, Pearson 
Education, 2007. 
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Advanced UNIX Programming 

(Open Elective-I) 
 

  
Course Objectives: 
Understating the shell commands, shell programming, system calls of files and 
processes, signals, inter-process communication concepts and programming, 
TCP and UDP. 
 
Course Outcomes: 

After finishing this course student will be able to: 

• Gain good knowledge on Unix commands AND Awareness of shell 
programming 

• Know about different system calls for files and directories 

• Ability to know the working of processes and signals 

• Application of client server program for IPC 

• Knowledge about socket programming 
 

 

UNIT-I: Introduction, Architecture of unix, Responsibilities of shell, unix file 
system, vi editor. Unix commands:  Some Basic Commands, file utilities, 
process utilities, text processing utilities, network utilities, disk utilities, Security 
by file permissions. 
 
UNIT-II: Shell Programming: shell variables, The Export command, The Profile 
File a Script Run During starting, The First Shell Script, The read command, 
Positional Parameters, The $? Variable , The Exit command, Branching Control 
Structures, Loop Control Structures, The Continue and Break Statement-  Real 
Arithmetic in Shell Programs 
 
UNIT-III: Files - Introduction, file descriptors, open, creat, read, write, close, 
lseek, dup2, file status information-stat family, file and record locking- fcntl 
function, file permissions - chmod, fchmod, file ownership-chown, lchown, link, 
unlink. 
 
UNIT-IV: Directories-Creating, removing and changing Directories-mkdir, 
rmdir, chdir, obtaining current working directory-getcwd, Directory contents, 
Scanning Directories-opendir, readdir, closedir, rewinddir functions. 
 

UNIT-V: Process Control: process identifiers, fork function, vfork function, exit 
function, wait and waitpid functions, exec functions, user identification. Signals: 
signal handling using signal function, kill and raise, alarm, pause, abort and 



sleep functions. Shared memory-system calls of shared memory, semaphore 
structure in kernel, client server example. 
 
Text Books: 

1. Unix the ultimate guide, 3rd edition, Sumitabha Das, TMH. 
2. Advanced programming in the unix environment by W. Richard         

Stevens. 
3. Unix network programming by W. Richard Stevens. 

 
Reference Books: 

1. Introduction to Unix and shell programming, Venkateshmurhty 
2. Unix and shell programming by B.M. Harwani, OXFORD university press. 
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Computer Organization and Architecture 

(Open Elective-I) 
 

Course Objectives: 

• The purpose of the course is to introduce principles of computer 
organization and the basic architectural concepts.  

• It provides an in depth understanding of basic organization, design, 
programming of a simple digital computer, computer arithmetic, 
instruction set design, micro programmed control unit, pipelining and 
vector processing, memory organization and I/O systems 

 
Course Outcomes: By the end of the course student will be able to  

• Demonstrate an understanding of the different number systems, codes 
and Relate Postulates of Boolean algebra and minimize combinational 
functions 

• Evaluate and learn different combinational circuits, sequential circuits 
and able to design them 

• Organize,Determine and learns basic structure of components register 
through language, micro operations and able to write micro programs 

• Determine and able to write data transfer and manipulators program and 
students able to learn micro programme control and central processing 
unit 

• Able to learns the internal organization of computers and able to evaluate 
performance of them. 

 
 
UNIT I: Number System and Data Representation: Introduction, Numbering 
Systems, Decimal to Binary  Conversion, Binary  Coded Decimal  Numbers,  
Error Detecting Codes, Error Correcting Codes, Hamming Code for Error 
Correction. 
Boolean algebra and Logic gates : Karnaugh map representation and 
minimization of Boolean functions using K-maps up to 4-variable;Don’t care 
conditions, Digital Logic gates, Two-level realizations using gates -- AND-OR, OR-
AND, NAND-NAND and NOR-NOR  

 
UNIT II: Combinational logic circuits-I: Design of Half adder, full adder, half 
subtractor, full subtractor, Design of decoder, De-multiplexer, encoder, 
multiplexer. Sequential circuits I: Classification of sequential circuits 
(synchronous and asynchronous): basic flip-flops, truth tables and excitation 
tables (NAND RS latch, NOR RS latch, RS flip-flop. JK flip-flop, T flip-flop, D flip-
flop with reset and clear terminals). 
 



Unit-III: Basic Structure Of Computers: Computer Types, Functional unit, 
Basic Operational concepts, Bus structures, Software, Performance, 
multiprocessors and multi computers.  
Register Transfer Language And Micro-operations: Register Transfer 
language.  Register Transfer Bus and memory transfers, Arithmetic Micro-
operations, Logic micro operations, shift micro operations. Instruction  codes. 
Computer Registers, Computer instructions, Instruction cycle. 

 
UNIT IV: Micro Programmed Control: Control memory, Address sequencing, 
micro program example, design of control unit.  
Central Processing Unit: General Register Organization, Instruction Formats, 
Addressing modes, Data Transfer and Manipulation, Program Control.  
 
UNIT V: Memory Organization: Memory Hierarchy, Main Memory, Auxiliary 
memory, Associate Memory, Cache Memory, Virtual memories Introduction to 
Shift registers and RAID  Input –Output Organization Input-Output Interface, 
Asynchronous data transfer, Modes of Transfer, Priority Interrupts, DMA, Input 
Output Processor, Serial Communication. 
 
Text Books: 
1. Digital Logic and Computer Design, Moriss Mano,  11th Edition, Pearson  

Education. 

2. Computer Organization, 5thed.,Hamacher, Vranesicand Zaky,TMH,2002  
3. Computer System Architecture, 3/e, MorisMano,Pearson/PHI. 

 

Reference Books:  
1. Computer System Organization &Architecture, John D.Carpinelli, Pearson, 

2008 
2. Computer System Organization, NareshJotwani, TMH, 2009 

3. Computer Organization &Architecture: Designing for Performance, 7thed., 
William Stallings, PHI, 2006 

4. Structured Computer Organization – Andrew S. Tanenbaum, 4th Edition, 
PHI/Pearson. 
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Operating Systems 

(Open Elective-I) 
 

Course Objectives:  

● Study the basic concepts and functions of operating systems. 

● Understand the structure and functions of OS. 
● Learn about Processes, Threads and Scheduling algorithms. 

● Understand the principles of concurrency and Deadlocks. 

● Learn various memory management schemes. 

● Study I/O management and File systems. 

● Learn the basics of Linux system and perform administrative tasks on Linux 
Servers. 

  

Course Outcomes: 
By the end of the course, student will be able to  

• Describe Computer Operating System Functions, Structures and System 
Calls. 

• Demonstrate various Process Management Concepts and CPU Scheduling 
Algorithms and Process Synchronization Techniques. 

• Illustrate Memory Management Techniques and Page Replacement 
Algorithms. 

• Apply Deadlock Prevention and Avoidance Techniques 

• Demonstrate File System Concepts and Mass Storage Structures 
 
UNIT-I: Introduction to Operating System Concept: Types of operating 
systems, operating systems concepts, Evaluation of operating systems, operating 
systems services, structure of OS, Introduction to System call, System call types. 
 
UNIT-II: Process Management – Process concept, The process, Process State 
Diagram , Process control block, Process Scheduling- Scheduling Queues, 
Schedulers, Operations on Processes, Interprocess Communication, Threading 
Issues, Scheduling-Basic Concepts, Scheduling Criteria, Scheduling Algorithms. 
 
UNIT-III: Memory Management: Swapping, Contiguous Memory Allocation, 

Paging, structure of the Page Table, Virtual Memory Management: Virtual 
Memory, Demand Paging, Page-Replacement Algorithms. 
 
UNIT-IV: Concurrency: Process Synchronization, The Critical- Section Problem, 
Synchronization Hardware, Semaphores, Classic Problems of Synchronization, 
Monitors, Synchronization examples Principles of deadlock: System Model, 
Deadlock Characterization, Deadlock Prevention, Detection and Avoidance, 
Recovery form Deadlock 



 
UNIT-V: File System Interface: Concept of a file, Access Methods, Directory 

structure, File system mounting, file sharing, protection. File System 
Implementation: File system structure, allocation methods, Disk scheduling, 
Case studies: Android, UNIX, Windows 
 
Text Books: 

1. Operating System Concepts, Abraham Silberschatz, Peter Baer Galvin and 
Greg Gagne 9th Edition, John Wiley and Sons Inc., 2012. 

2. Operating Systems – Internals and Design Principles, William Stallings, 
7th Edition, Prentice Hall, 2011. 

 
Reference Books: 

1. Modern Operating Systems, Andrew S. Tanenbaum, Second Edition, 
Addison Wesley, 2001. 

2. Operating Systems: A Design-Oriented Approach, Charles Crowley, Tata 
McGraw Hill Education, 1996. 

3. Operating Systems: A Concept-Based Approach, D M Dhamdhere, Second 
Edition, Tata McGraw-Hill Education, 2007. 

4. Operating Systems-S Halder, Alex A Aravind Pearson Education Second 
Edition 2016  
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Python Programming 

(Open Elective-II) 
 

 Course Objectives:  
● Introduction to Scripting Language  
● Exposure to various problems solving approaches of computer science 
Syllabus  
 

Course Outcomes: 
By the end of the course, the student will be able to 

• Describe comprehend the basics of python programming 

• Demonstrate the principles of structured programming and be able to 
describe, design, implement, and test structured programs using currently 
accepted methodology 

• Explain the use of the built-in data structures list, sets, tuples and 
dictionary. 

• Make use of functions and its applications 

• Identify real-world applications using oops, files and exception handling 
provided by python. 

 
 
UNIT I: Introduction: History of Python, Python Language, Features of Python, 
Applications of Python, Using the REPL(Shell), Running Python Scripts, 
Variables, Assignment, Keywords, Input-Output, Indentation.  
 
UNIT II: Types, Operators and Expressions: Types - Integers, Strings, 
Booleans; Operators Arithmetic Operators, Comparison (Relational) Operators, 
Assignment Operators, Logical Operators, Bitwise Operators, Membership 
Operators, Identity Operators, Expressions and order of evaluations, Control 
Flow- if, if-elif-else, for, while, break, continue. 
 
UNIT III: Data Structures Lists - Operations, Slicing, Methods; Tuples, Sets, 
Dictionaries, Sequences. Comprehensions. 
  
UNIT IV: Functions - Defining Functions, Calling Functions, Passing 
Arguments, Keyword Arguments, Variable-length arguments, Anonymous 
Functions, Fruitful Functions(Function Returning Values), Scope of the 
Variables in a Function - Global and Local Variables.  
 
UNIT V: Modules: Creating modules, import statement, from.import statement, 
name spacing, Python packages, Introduction to PIP, Installing Packages via PIP, 
Using Python Packages Error and Exceptions: Difference between an error and 



Exception, Handling Exception, try except block, Raising Exceptions, User 
Defined Exceptions  
 
Text Books: 

1. Python Programming: A Modern Approach, Vamsi Kurama, Pearson  
2. Learning Python, Mark Lutz, Orielly  

 
Reference Books:  

1. Think Python, Allen Downey, Green Tea Press  
2. Core Python Programming, W.Chun, Pearson.  
3. Introduction to Python, Kenneth A. Lambert, Cengage 

 
  



  
L T P C 

3 0 0 3 

Web Technologies 

(Open Elective-II) 
 

Course Objectives: 

• To Learn the basics of Web Designing using HTML, DHTML, CSS, Client 
side scripts and Server side scripts 

 

Course Outcomes (COs):  
At the end of the course, student will be able to  

• Describe basics of Web Designing using HTML, DHTML, and CSS 

• Build real world applications using client side and server side scripting 
languages 

• Design and develop applications using web servers 

• Analyze the basics of PHP programming 

• Apply  Database connectivity with case study for student Information 
System and Health Management system 

 
 
UNIT I:  HTML: Introduction, HTML Formatting, Hyper-Links, Lists, Tables, 
Images, Forms, Frames, Cascading Style sheets, Types, XML, Document type 
definition, XML Schemas, Document Object model. 
 
UNIT II: Introduction to Client Side scripting –JavaScript, Control 
statements, Functions, Arrays, Objects, Events, Dynamic HTML with Java 
Script, AJAX: Ajax Client Server Architecture, XML Http Request Object, Call 
Back Methods. 
 

UNIT III: Web Application- Web servers, IIS(XAMPP) and Tomcat Servers,  
Server Side Scripting, Java Servlets, Java Server Pages, JSF Components,  
Cookies. 
 
UNIT IV: PHP Programming -Basic Syntax, Defining variable and constant, PHP 
Data types, Operator and Expression, Operator Precedence, Decisions and Loop, 
Functions & Recursion, String Processing and Regular Expressions 
 
UNIT V: JDBC: Database Connectivity with MySQL, Servlets, JSP, PHP, Case 
Studies - Student information system, Health Management System 
 
Text Books: 

1. Paul J. Deitel, Harvey M. Deitel, Abbey Deitel, “Internet & World Wide Web 
How to Program”, Fifth Edition, Deitel Series, 2012.  

2. Jason Gilmore, “Beginning PHP and MySQL from Novice to Professional”, 
Fourth Edition, Apress Publications, 2010.  



3. Brown, Ethan, “Web Development with Node and Express: Leveraging the 
JavaScript Stack”, O'Reilly Media, 2019. CSE Dept. Flexible Curriculum 
NITTUGCSE19 95 

4. Anthony, Accomazzo, Murray Nathaniel, Lerner Ari, “Fullstack React: The 
Complete Guide to React JS and Friends”, Fullstack.io, 2017.  

5. Kozlowski, Pawel, “Mastering Web Application Development with Angular 
JS”, Packt Publishing Ltd., 2013.  

 
Reference Books: 

1. Robert W. Sebesta, “Programming with World Wide Web”, Fourth Edition, 
Pearson, 2008.  

2. David William Barron, “The World of Scripting Languages”, Wiley 
Publications, 2000.  

3. Dayley B., “Node.js, MongoDB, and AngularJS Web Development”, Addison-
Wesley Professional, 2014.  

4. Vainikka J., “Full-Stack Web Development using Django REST Framework 
and React”, 2018 
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Soft Computing 

(Open Elective-II) 
 

Course Objectives: In the course the student will Learn soft computing concepts 
and techniques and foster their abilities in designing and implementing soft 
computing based solutions for real-world problems. 
 
Course Outcomes (COs): At the end of the course, student will be able to  

• Able to apply fuzzy logic and reasoning to handle uncertainty in 
engineering problems. 

• Make use of genetic algorithms to combinatorial optimization problems 

• Apply artificial intelligence techniques, including search heuristics, 
knowledge representation, planning and reasoning. 

• Learn and apply the principles of self adopting and self organizing neuro 
fuzzy inference systems 

• Evaluate and compare solutions by various soft computing approaches for 
a given problem 
 

 
UNIT I : FUZZY SET THEORY: Introduction to Neuro – Fuzzy and Soft 
Computing,    Fuzzy Sets, Basic   Definition and Terminology, Set-theoretic 
Operations, Member Function Formulation and Parameterization, Fuzzy Rules 
and Fuzzy Reasoning,  Extension Principle and Fuzzy Relations.  Fuzzy Inference 
Systems, Mamdani Fuzzy Models,  Sugeno Fuzzy Models. 
 
UNIT II: OPTIMIZATION: Derivative based Optimization, Descent Methods, The 
Method of Steepest Descent, Classical Newton’s Method, Step Size 
Determination, Derivative-free Optimization, Genetic Algorithms. 
 
UNIT III : ARTIFICIAL INTELLIGENCE : Introduction, Knowledge 
Representation,  Reasoning, Issues and Acquisition: Prepositional and Predicate 
Calculus Rule Based knowledge Representation Symbolic Reasoning, Heuristic 
Search: Techniques for Heuristic search Heuristic Classification. 
 
UNIT IV: NEURO FUZZY MODELING: Adaptive Neuro-Fuzzy Inference Systems, 
Architecture – Hybrid Learning Algorithm, Learning Methods that Cross-fertilize 
ANFIS and RBFN –Framework Neuron Functions for Adaptive Networks – Neuro 
Fuzzy Spectrum. 
 
UNIT V: APPLICATIONS OF COMPUTATIONAL INTELLIGENCE : Printed 
Character Recognition, Inverse Kinematics Problems, Automobile Fuel Efficiency 
Prediction,  Soft Computing for Color Recipe Prediction. 
 



Text Books: 
1. J.S.R.Jang, C.T.Sun and E.Mizutani, “Neuro-Fuzzy and Soft Computing”, 

PHI, 2004, Pearson Education 2004 
2. N.P.Padhy, “Artificial Intelligence and Intelligent Systems”, Oxford 

University Press, 2006. 
 
 Reference Books: 

1. Elaine Rich & Kevin Knight, Artificial Intelligence, Second Edition, Tata 
Mcgraw Hill Publishing Comp., 2006, New Delhi. 

2. Timothy J.Ross, “Fuzzy Logic with Engineering Applications”, McGraw-
Hill, 1997. 

3. Davis E.Goldberg, “Genetic Algorithms: Search, Optimization and Machine 
Learning”, Addison  Wesley, N.Y., 1989. 

4. S. Rajasekaran and G.A.V.Pai, “Neural Networks, Fuzzy Logic and Genetic 
Algorithms”, PHI,  

5. R.Eberhart, P.Simpson and R.Dobbins, “Computational Intelligence - PC 
Tools”, AP Professional, Boston, 1996. 

6. Amit Konar, “Artificial Intelligence and Soft Computing Behaviour and  
Cognitive model of the human brain”, CRC Press, 2008 
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Distributed Computing 

(Open Elective-II) 
 

Course Objectives: 
To make understand the concepts of Distributed Operating System concepts and 
work with distributed environments 
 
Course Outcomes: At the end of the course, student will be able to  

• Explain the fundamentals of Distributed Computing 

• Identify an Message communication process 

• Briefly explain uses of RPC Model in a system 

• Design and Implementation issues of DSM 

• Compare the relationship between Clock Synchronization, Algorithms 
 

UNIT I:  Fundamentals Evolution of Distributed Computing Systems, System 
models, issues in design of Distributed Systems, Distributed computing 
environment, web based distributed model, computer networks related to 
distributed systems and web based protocols.  
 
UNIT II: Message Passing Inter process Communication, Desirable Features of 
Good Message-Passing Systems, Issues in IPC by Message, Synchronization, 
Buffering, Multidatagram Messages, Encoding and Decoding of Message Data. 
 
UNIT III: Remote Procedure Calls The RPC Model, Transparency of RPC, 
Implementing RPC Mechanism, Stub Generation, RPC Messages, Server 
Management, Communication Protocols for RPCs, Complicated RPCs, Client-
Server Binding, Exception Handling, Security, Some Special Types of RPCs. 
 
UNIT IV: Distributed Shared Memory Design and Implementation issues of DSM, 
Granularity, Structure of Shared memory Space, Consistency Models, 
Thrashing, Other Approaches to DSM, Advantages of DSM.  
 
UNIT V:  Synchronization Clock Synchronization, Event Ordering, Mutual 
Exclusion, Election Algorithms. 
 
Text Books: 

1. Distributed OS by Pradeep K. Sinha (PHI)  
2. Tanenbaum S.: Distributed Operating Systems, Pearson Education  
 

Reference Books: 
1. Tanenbaum S. Maarten V.S.: Distributed Systems Principles and 

Paradigms, (Pearson Education)  
2. George Coulouris, Jean Dollimore. Tim Kindberg: Distributed Systems 



concepts and design.  
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AI and ML for Robotics 

(Open Elective-II) 
 

Course Objectives : 

• To learn the concepts of searching for AI problems 

• To learn about agents and knowledge representation 

• To understand the various factors involved in inferences 

• To get introduced to fundamentals of machine learning 

• To learn about the possibilities of Supervised and Unsupervised learning 
 
Course Outcomes: At the end of the course, student will be able to  

• Explain the  History of AI - Agents - Structure of Intelligent agents 

• Design agents for any given problem 

• Describe Represent real world knowledge using first order or propositional 
logic 

• To make use of Solve problems by appropriated using the supervised or 
unsupervised machine learning algorithms 

• Develop appropriate clustering algorithm for solving real-world problems 
 
UNIT I: AI, History of AI, Agents, Structure of Intelligent agents, Environments, 
Problem solving methods, Problem solving agents, Formulating problems, search 
strategies, Breadth-first, Uniform cost, Depth-first, Depth limited, Bidirectional, 
Informed Search, Best-first Heuristic Functions, Memory bounded search, A*, 
SMA*, Iterative Improvement algorithms, Hill Climbing,  Simulated annealing, 
Measure of performance and analysis of search algorithms.  
 

UNIT II: Game playing, Perfect Decisions, Imperfect Decisions, Alpha-beta 
pruning, Knowledge based agent, Wumpus World Environment, Propositional 
logic, agent for wumpus world, First order logic, syntax, semantics, extensions, 
Using First order logic, Representation change in the world, Goal based agents.  
 
UNIT III: Knowledge Base, Knowledge representation, Production based system, 
Frame based system, Inference, Backward chaining, Forward chaining.  
 
UNIT IV: Learning from agents, inductive learning, Types of Machine learning,  
Supervised learning, learning decision trees, support vector machines, Neural 
and Belief networks, Perceptron, Multi-layer feed forward networks, Bayesian 
belief networks.  
 
UNIT V: Unsupervised learning, K-means clustering, hierarchical clustering, 
Agglomerative and Divisive clustering, Fuzzy clustering. 
 
 



Text Books: 
1. Stuart Russel, Peter Norvig, “AI – A Modern Approach”, Second Edition, 

Pearson Education, 2007.  
2. Kevin Night, Elaine Rich, Nair B., “Artificial Intelligence (SIE)”, McGraw Hill, 

2008.  
 

Reference Books: 
1. Vinod Chandra SS, Anand Hareendran S, “Artificial and Machine 

Learning”, First Edition, PHI Learning, 2014.  
2. Dan W. Patterson, “Introduction to AI and ES”, Pearson Education, 2007  
3. G. Luger, W. A. Sttubblefield, “Artificial Intelligence”, Third Edition, 

Addison-Wesley Longman, 1998.  
4. N. J. Nilson, “Principles of Artificial Intelligence”, Narosa Publishing House, 

1980.  
5. Tom Mitchell, “Machine Learning”, First Edition, Tata McGraw Hill India, 

2017.  
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Computer Networks 

(Open Elective-II) 
 

Course Objectives: 
• To provide insight about networks, topologies, and the key concepts. 
• To gain comprehensive knowledge about the layered communication 

architectures (OSI and TCP/IP) and its functionalities. 
• To understand the principles, key protocols, design issues, and significance 

of each layers in ISO and TCP/IP. 
• To know the basic concepts of network services and various network 

applications. 
 
Course Outcomes:  
By the end of the course, the student will be able to 

• Demonstrate different network models for networking links OSI, TCP/IP, B-
ISDN, N-BISDN and get knowledge about various communication techniques, 
methods and protocol standards. 

• Discuss different transmission media and different switching networks. 

• Analyze data link layer services, functions and protocols like HDLC and PPP. 

• Compare and Classify medium access control protocols like ALOHA, CSMA, 
CSMA/CD, CSMA/CA, Polling, Token passing, FDMA, TDMA, CDMA 
protocols 

• Determine application layer services and client server protocols working with 
the client server paradigms like WWW, HTTP, FTP, e-mail and SNMP etc. 

 

UNIT I:  
Introduction: Network Types, LAN, MAN, WAN, Network Topologies Reference 
models- The OSI Reference Model- the TCP/IP Reference Model - A Comparison 
of the OSI and TCP/IP Reference Models, OSI Vs TCP/IP, Lack of OSI models 
success, Internet History. 
Physical Layer –Introduction to Guided Media- Twisted-pair cable, Coaxial cable 
and Fiber optic cable and unguided media: Wireless-Radio waves, microwaves, 
infrared. 
 

UNIT II:  
Data link layer: Design issues, Framing: fixed size framing, variable size 
framing, flow control, error control, error detection and correction codes, CRC, 
Checksum: idea, one’s complement internet checksum, services provided to 
Network Layer, Elementary Data Link Layer protocols: simplex protocol, 
Simplex stop and wait, Simplex protocol for Noisy Channel. 
Sliding window protocol: One bit, Go back N, Selective repeat-Stop and wait 
protocol, Data link layer in HDLC: configuration and transfer modes, frames, 



control field, point to point protocol (PPP): framing transition phase, 
multiplexing, multi link PPP. 
 
UNIT – III:  

Media Access Control: Random Access: ALOHA, Carrier sense multiple access 
(CSMA), CSMA with Collision Detection, CSMA with Collision Avoidance, 
Controlled Access: Reservation, Polling, Token Passing, Channelization: 
frequency division multiple Access(FDMA), time division multiple access(TDMA), 
code division multiple access(CDMA). 
Wired LANs: Ethernet, Ethernet Protocol, Standard Ethernet, Fast Ethernet(100 
Mbps), Gigabit Ethernet, 10 Gigabit Ethernet.  
 

UNIT – IV:  
The Network Layer Design Issues – Store and Forward Packet Switching-
Services Provided to the Transport layer- Implementation of Connectionless 
Service-Implementation of Connection Oriented Service- Comparison of Virtual 
Circuit and Datagram Networks, Routing Algorithms-The Optimality principle-
Shortest path, Flooding, Distance vector, Link state, Hierarchical, Congestion 
Control algorithms-General principles of congestion control, Congestion 
prevention polices, Approaches to Congestion Control-Traffic Aware Routing- 
Admission Control-Traffic Throttling-Load Shedding. Traffic Control Algorithm-
Leaky bucket & Token bucket. 
Internet Working: How networks differ- How networks can be connected- 
Tunnelling, internetwork routing-, Fragmentation, network layer in the internet 
– IP protocols-IP Version 4 protocol-IPV4 Header Format, IP addresses, Class full 
Addressing, CIDR, NAT-, Subnets-IP Version 6-The main IPV6 header, Transition 
from IPV4 to IPV6, Comparision of IPV4 & IPV6-  Internet control protocols- 
ICMP-ARP-DHCP 
 

UNIT –V:  
The Transport Layer: Transport layer protocols: Introduction-services- port 
number-User data gram protocol-User datagram-UDP services-UDP 
applications-Transmission control protocol: TCP services- TCP features- 
Segment- A TCP connection- windows in TCP- flow control-Error control, 
Congestion control in TCP. 
Application Layer –- World Wide Web: HTTP, Electronic mail-Architecture- web 
based mail- email security- TELENET-local versus remote Logging-Domain Name 
System: Name Space, DNS in Internet ,- Resolution-Caching- Resource Records- 
DNS messages- Registrars-security of DNS Name Servers, SNMP. 
 

 
 
Text Books: 

1. Computer Networks, Andrew S Tanenbaum, Fifth Edition. Pearson 
Education/PHI 

2. Data Communications and Networks, Behrouz A. Forouzan, Fifth Edition 
TMH. 



 
References Books: 

1. Data Communications and Networks- Achut S Godbole, AtulKahate 
2. Computer Networks, Mayank Dave, CENGAGE 
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Big Data Analytics 

(Open Elective-II) 
 

Course Objectives: 

• To understand the competitive advantages of big data analytics 

• To understand the big data frameworks 

• To learn data analysis methods 

• To learn stream computing 

• To gain knowledge on Hadoop related tools such as HBase, Cassandra, 
Pig, and Hive for big data analytics 
 

Course Outcomes: At the end of the course, student will be able to 

• Understand how to leverage the insights from big data analytics 

• Analyze data by utilizing various statistical and data mining approaches 

• Perform analytics on real-time streaming data 

• Understand the various NoSql alternative database models 
 
UNIT I: INTRODUCTION TO BIG DATA: Big Data, Definition, Characteristic 
Features, Big Data Applications, Big Data vs Traditional Data, Risks of Big Data, 
Structure of Big Data, Challenges of Conventional Systems, Web Data,  Evolution 
of Analytic Scalability. 
 
UNIT II: HADOOP FRAMEWORK: Distributed File Systems, Large-Scale File 
System Organization, HDFS concepts, MapReduce Execution, Algorithms using 
MapReduce, Hadoop YARN. 
 
UNIT III: DATA ANALYSIS- Statistical Methods: Regression modelling, 
Multivariate Analysis, Classification: SVM & Kernel Methods, Rule Mining,  
Cluster Analysis, Types of Data in Cluster Analysis, Partitioning Methods, 
Predictive Analytics, Data analysis using R. 
 
UNIT IV: MINING DATA STREAMS: Streams: Concepts, Stream Data Model 
and Architecture, Sampling data in a stream, Mining Data Streams and Mining 
Time-series data, Real Time Analytics Platform (RTAP) Applications, Case 
Studies, Real Time Sentiment Analysis. 
 
UNIT V: BIG DATA FRAMEWORKS: Introduction to NoSQL, Aggregate Data 
Models, Hbase: Data Model and Implementations, Hbase Clients, Examples, 
Cassandra: Data Model, Examples, Cassandra Clients, Hadoop Integration.  
 
 
Software Links: 

1. Hadoop: http://hadoop.apache.org/ 



2. Hive: https://cwiki.apache.org/confluence/display/Hive/Home 
3. Pig latin: http://pig.apache.org/docs/r0.7.0/tutorial.html 

 
Text Books: 

1. Big Java 4th Edition, Cay Horstmann, Wiley John Wiley & Sons, INC 
2. Hadoop: The Definitive Guide by Tom White, 3rd Edition, O’reilly 
3. Hadoop in Action by Chuck Lam, MANNING Publ. 

 
Reference Books: 

1. Hadoop in Practice by Alex Holmes, MANNING Publ. 
2. Hadoop MapReduce Cookbook, SrinathPerera, ThilinaGunarathne 
3. Michael Berthold, David J. Hand, ―Intelligent Data Analysis‖, Springer, 

Second Edition, 2007. 
4. Michael Minelli, Michelle Chambers, and Ambiga Dhiraj, "Big Data, Big 

Analytics: Emerging Business Intelligence and Analytic Trends for Today's 
Businesses", Wiley 

  

http://pig.apache.org/docs/r0.7.0/tutorial.html


  
L T P C 

3 0 0 3 

Computational Tools 

(Open Elective-II) 
 

Course Objective:  

• The subject is aimed at students with little or no programming experience.  

• It aims to provide students with an understanding of the role computation 
can play in solving problems.  

• It also aims to help students, regardless of their major, to feel justifiably 
confident of their ability to write small programs that allow them to 
accomplish useful goals.  
 

Course Outcomes: 

After studying this course, Student should be able to: 

1. Describe the skills that are involved in computational thinking 

2. Demonstrate the concepts of Boolean Logic and Software Development. 

3. Analyze the concepts of algorithmic thinking as modeling and abstraction 
as encapsulation. 

4. Illustrate the distinctive nature of data organization, White box and Black 
box testing. 

5. Student will be aware of a range of applications of computational thinking 
in different disciplines, Authentication and authorization.  

 

 
UNIT I:  
Introduction: Computers, Computational Thinking, Abacus to Machine, The 
First Software, The First Modern Computer, Moore’s Law, Real-World 

Information Becomes Computable Data, Information and Data, Converting 
Information into Data, Data Capacity, Data Compression 
 
UNIT II:  
Logic: Boolean Logic, Applications of Propositional Logic, Solving Problems, 
Logical Reasoning, Decomposition: Software Design, Decomposition: Other Uses, 
Abstraction: Class Diagrams, Abstraction: Use Case Diagrams 
 
 
 
UNIT III:  

Algorithmic Thinking: Algorithms, Software and Programming, Languages, 
Actions, Modeling Solutions: Activity Diagrams, Selection in Activity Diagrams, 



Repetition in Activity Diagrams, Control Abstraction in Activity Diagrams, States 
and State Diagrams, Behavior in State Diagrams,  
 
UNIT IV:  
Data Organization: Names, Lists, Graphs, Hierarchies, Algorithmic Thinking: 
Von Neumann Architecture, Spreadsheets, Text Processing, Patterns, Computer 
Errors, Software Correctness, Verification, Software Testing, White Box Testing, 
Black Box Testing with Equivalence Partitioning, Boundary Value Analysis 
UNIT V:  
Concurrent Activity: Parallelism or Concurrency, Scheduling, Sorting 
Networks, Information Security: Security, Foundations, Common Forms of 
Cybercrime, Secure- Step 1: Authenticate, Secure- Step 2: Authorization, All a 
Matter of Risk 
 
Text Book: 
1. David Riley, Kenny A. Hunt, Computational Thinking for the Modern Problem 

Solver, 2014. 
2. G Venkatesh, Madhavan Mukund, Computational Thinking: A Primer for 

Programmers and Data Scientists, 2021. 

 

Reference Books:  

1. Paolo Ferragina, Fabrizio Luccio, Computational Thinking: First Algorithms, 
then coding, Springer, 2018. 

2. Karl Beecher, computational thinking: A beginner's guide to problem-solving 
and programming, 2017. 

NPTEL Link: Physics through Computational Thinking: 
https://onlinecourses.nptel.ac.in/noc22_ph12/preview 

  

https://www.routledge.com/search?author=David%20Riley
https://www.routledge.com/search?author=Kenny%20A.%20Hunt
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AI Tools & Techniques 

(Open Elective-III) 
 

Course Objectives: 

• To learn the basic concepts and techniques of AI and machine learning  

• To explore the various mechanism of Knowledge and Reasoning used for 
building expert system.  

• To become familiar with supervised and unsupervised learning models  

• To design and develop AI and machine learning solution using modern tools.  
 
Course Outcomes: At the end of the course, student will be able to  

• Explain the fundamentals of AI and machine learning 

• Identify an appropriate AI problem solving method and knowledge 
representation technique 

• Identify appropriate machine learning models for problem solving 

• Design and develop the AI applications in real world scenario 

• Compare the relationship between AI, ML, and Deep Learning 
 
UNIT– I: Introduction to AI- Definition, Problem, State space representation. 
Intelligent Systems: Categorization of Intelligent System, Components of AI 
Program, Foundations of AI, Applications of AI, Current trends in AI, Intelligent 
Agents: Anatomy, structure, Types. 
 
UNIT– II: Problem solving-Solving problem by Searching: Problem Solving 
Agent, Formulating Problems. Uninformed Search Methods: Breadth First 
Search (BFS), Depth First Search (DFS), Depth Limited Search, Depth First 
Iterative Deepening (DFID), Informed Search Methods- Greedy best first Search, 
A* Search, Memory bounded heuristic Search. Local Search Algorithms and 
Optimization Problems- Hill climbing search Simulated annealing and local 
beam search. 
 
UNIT – III: Knowledge and Reasoning-Knowledge based Agents, The Wumpus 
World, and Propositional logic. First Order Logic- Syntax and Semantic, 
Inference in FOL, Forward chaining, backward Chaining, Knowledge Engineering 
in First-Order Logic, Unification and Resolution. 
 
UNIT – IV: Concepts of Machine learning -Supervised, unsupervised, semi-
supervised, Rote learning, Reinforcement learning, Issues, steps and 
applications, Designing a learning System.  Case study- hand written digit 
recognition, stock price prediction. Learning Models- Decision tree learning. 
Probabilistic Models, Deterministic Models, Hidden Markov Model, 
Reinforcement Learning-Model based learning, Temporal Difference Learning, 
Generalization, Partially Observable States. 



 
UNIT – V: Artificial Neural Network:  Introduction, neural network 
representation, Problems for neural network learning, perception, multilayer 
network & Back propagation Algorithm. Deep learning- Definition, relationship 
between AI, ML, and Deep Learning, Trends in Deep Learning. 
 
Text Books:  
1. Artificial Intelligence and Machine Learning, 1st Edition, Vinod Chandra S.S., 

Anand Hareendran S, 2014 
2. Artificial Intelligence: A Modern Approach, 2nd Edition, Pearson Education, 

Stuart J. Russell, Peter Norvig, 2002  
 
Reference Books:  
1. PROLOG Programming for Artificial Intelligence", 3rd Edition, Pearson 

Education, Ivan Bratko, 2002 
2. Artificial Intelligence, Third Edition, McGraw Hill Education, Elaine Rich and 

Kevin Knight, 2017 
3. Data Mining Concepts and Techniques, Morgann Kaufmann Publishers, Han 

Kamber, 2011 
4. Machine learning with R, 2nd Edition, Brett Lantz, 2015 
5. Genetic Algorithms: Search, Optimization and Machine Learning, 1st ed, 

Davis E. Goldberg, Addison Wesley, N.Y., 1989 
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Image Processing 

(Open Elective-III) 
 

Course Objectives: 

• Describe and explain basic principles of digital image processing. 

• Design and implement algorithms that perform basic image processing (e.g. 
noise removal and image enhancement). 

• Design and implement algorithms for advanced image analysis (e.g. image 
compression, image segmentation). 

• Assess the performance of image processing algorithms and systems. 

 
Course Outcomes: 
After the completion of the course, student will be able to  

• Demonstrate the components of image processing 

• Explain various filtration techniques. 

• Apply image compression techniques. 

• Discuss the concepts of wavelet transforms. 

• Analyze the concept of morphological image processing 
 
   
UNIT I: Introduction: Fundamental steps in Image Processing System, 
Components of Image Processing System, Elements of Visual Perception, Image 
Sensing and acquisition, Image sampling & Quantization, Basic Relationship 
between pixels.  
 
UNIT II: Image Enhancement Techniques: Spatial Domain Methods: Basic 
grey level transformation, Histogram equalization, Image subtraction, image 
averaging. Spatial filtering: Smoothing, sharpening filters, Laplacian filters. 
 
UNIT III: Image Compression: Redundancies- Coding, Inter pixel, Psycho 
visual; Fidelity, Source and Channel Encoding, Elements of Information 

Theory; Loss Less and Lossy Compression; Run length coding, Differential 
encoding, DCT, Image Compression Standards-JPEG, JPEG 2000, MPEG; Video 
compression. 
 
UNIT IV: Wavelet Based Image Compression: Expansion of functions, Multi-
resolution analysis, Scaling functions, MRA refinement equation, Wavelet series 
expansion, Discrete Wavelet Transform (DWT), Continuous, Wavelet Transform. 
 
UNIT V: Image Segmentation: Discontinuities, Edge Linking and boundary 
detection, Thresholding, Region Based Segmentation, basic gray-scale 
morphology operations; Feature extraction; Classification; Object recognition. 



Digital Image Watermarking: Introduction, need of Digital Image 
Watermarking, applications of watermarking. 
 

Text Books: 
1. Digital Image Processing. 2nd ed. Gonzalez, R.C. and Woods, R.E. India: 

Person Education,2009 
 
Reference Books: 
1. Digital Image Processing. John Wiley, Pratt, W. K, Fourth Edition-2001 
2. Digital Image Processing, Jayaraman, S., Veerakumar, T. and Esakkiranjan, 

S.,Tata McGraw-Hill,Edition-3,2009 
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Information Security 

(Open Elective-III) 
 

Course Objectives: 

• Introduces the basic concepts of Information System. 

• To understand The Management Control Framework and The 
Application Control Framework. 

 
Course Outcomes: 

After finishing this course student will be able to: 

• Understands the function of Information Systems Audit and 
Management 

• Evaluates the major phases in the System Development Process 

• Understand the concept of operations management control and  quality 
assurance management 

• Plan the concurrent auditing techniques and audit software 

• Acquire skills on Evidence Collection & Evaluation 
 

 
UNIT I: Overview of Information System Auditing, conducting an Information 
Systems Audit, Overview and steps in an Audit. 
 
UNIT II: The Management Control Framework-I: Introduction, Systems 
Development Management Controls, Security Management Controls, Operations 
management Controls, Quality assurance Management Controls. 
 
UNIT III: The Application Control Framework-I: Boundary Controls, Input 
Controls, Processing Controls, Database Controls, output Controls. 
 

UNIT IV: Evidence Collection & Evaluation: Audit Software, Code Review, Test 
Data, and Code Comparison, Concurrent Auditing techniques, Interviews, 
Questionnaires and Control Flowcharts. Performance  Management tools. 
Evaluating Asset Safeguarding and Data Integrity,  
 
UNIT V: Information Systems Audit and Management: Managing the 
Information Systems Audit Function, Introduction, Planning Function, 
Organizing Function, Staffing Function, Leading Function, Controlling Function, 
Some Features of Information Systems Auditing. 

 

Text Books: 
    1. Ron Weber: Information Systems Control and Audit, Pearson, 2006. 
 



Reference Books: 

1. James A.Hall: Information Technology Auditing and Assurance, Cengage. 
2008. 

2. Davis: IT Auditing, TMH, 2007 

3. David Ricchiute: Auditing and Assurance Services, 7thedition, Cengage, 
2008. 

4. Cannon, Bergmann, Pamplin: CICA- Certified Information Systems Auditor, 
Study Guide, 1/e, Sybex, WILEY- India, 2006. 

5. Ronald, Russel: The CISSP prep Guide, 2thedition. Wiley, Dreamtech, 2006. 
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Mobile Application Development 

(Open Elective-III) 
 

Course Objectives: 
The main objectives of the course are: 

• To facilitate students to understand android SDK  

• To help students to gain a basic understanding of Android application 
development  

• To inculcate working knowledge of Android Studio development tool 
 
Course Outcomes: After finishing this course student will be able to: 

• Install and configure Android application development tools. 

• Design and develop user Interfaces for the Android platform. 

• Save state information across important operating system events 

• Apply Java programming concepts to Android application development. 

• Design and Implement Packaging and Deploying, Performance Best 
Practices 

 

UNIT I: Introduction to Mobile Computing- Android Development 
Environment, Factors in Developing Mobile Applications, Mobile Software 
Engineering, Frameworks and Tools, Generic UI Development, Android User. 
 
UNIT II: Intents on UIs VUIs and Mobile Apps: Android Intents and Services, 
Characteristics of Mobile Applications, Successful Mobile Development- Storing 
and Retrieving Data-Synchronization and Replication of Mobile Data, Getting the 
Model Right, Android Storing and Retrieving Data, Working with a Content 
Provider 
 
UNIT III: Communications Via Network and the Web- State Machine, Correct 
Communications Model, Android Networking and Web, Telephony- Deciding 
Scope of an App, Notifications and Alarms- Performance, Performance and 
Memory Management, Android Notifications and Alarms 
 
UNIT IV: Graphics-Performance and Multithreading, Graphics and UI 
Performance, Android Graphics and Multimedia, Mobile Agents and Peer-to-Peer 
Architecture, Android Multimedia Location, Mobility and Location Based 
Services, Android, 
 

UNIT V:Packaging and Deploying, Performance Best Practices, Android Field 
Service App, Security and Hacking - Active Transactions, More on Security, 
Hacking Android, Platforms and Additional Issues - Development Process, 
Architecture, Design, Technology Selection, Mobile App Development Hurdles, 
Testing 



 
Text Books: 

1. Professional Mobile Application Development 11 October 2012 by Jeff 
Mcherter and Scott Gowell 

 
Reference Book: 

1. Android Programming: The Big Nerd Ranch Guide (3rd Edition) 
2. iOS Programming: The Big Nerd Ranch Guide (6th Edition) 
3. Mastering Xamarin UI Development: Build robust and a maintainable 

cross-platform mobile UI with Xamarin and C# 7, 2nd Edition   
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Data Science 

(Open Elective-III) 
 

Course Objectives: 
From the course the student will learn 

• Provide you with the knowledge and expertise to become a proficient data 
scientist. 

• Demonstrate an understanding of statistics and machine learning 
concepts that are vital for data science; 

• Produce Python code to statistically analyze a dataset; 

• Critically evaluate data visualizations based on their design and use for 
communicating stories from data 

 
Course Outcomes:  
By the end of the course, student will be able to 

• Acquire the knowledge and expertise to become a proficient data scientist 

• Demonstrate an understanding of statistics and machine learning 
concepts that are vital for data science 

• Explain how data is collected, managed and stored for data science 

• Interpret the key concepts in data science, including their real-world 
applications and the toolkit used by data scientists 

• Illustrate data collection and management scripts using MongoDB 
 
 
UNIT-I: Introduction to Core Concepts and Technologies- Introduction, 
Terminology, data science process, data science toolkit, Types of data, Example 
applications.  
 
UNIT-II: Data Collection and Management- Introduction, Sources of data, Data 
collection and APIs, Exploring and fixing data, Data storage and management, 
using multiple data sources. 
 
UNIT -III: Data Analysis- Introduction, Terminology and concepts, Introduction 
to statistics, Central tendencies and distributions, Variance, Distribution 
properties and arithmetic, Basic machine learning algorithms, Linear regression, 
SVM, Naive Bayes. 
 
UNIT-IV:  
Data Visualization- Introduction, Types of data visualization, Data for 

visualization- Data types, Data encodings, Retinal variables, Mapping variables 
to encodings, Visual encodings. 
 



UNIT-V: Applications of Data Science- Technologies for visualization, Bokeh 
(Python), recent trends in various data collection and analysis techniques, 
various visualization techniques, application development methods of used in 
data science. 
 

Text Books: 
1. “The Art of Data Science”, 1st edition, Roger D. Peng and Elizabeth matsui, 

Lean Publications, 2015 

2. “Algorithms for Data Science”, 1st edition, Steele, Brian, Chandler, 
John,  Reddy, Swarna, springers Publications, 2016 

 
Reference Books:  
1. Doing Data Science: Straight Talk From The Frontline, 1st edition, Cathy 

O’Neil and Rachel Schutt, O’Reilly, 2013  
2.  Mining of Massive Datasets, 2nd edition, Jure Leskovek, Anand Rajaraman 

and Jeffrey Ullman, v2.1, Cambridge University Press, 2014 
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Cyber Security 

(Open Elective-III) 
 

Course Objectives: 
The Cyber security Course will provide the students with foundational Cyber 
Security principles, Security architecture, risk management, attacks, 
incidents, and emerging IT and IS technologies.  Students will gain insight into 
the importance of Cyber Security and the integral role of Cyber Security 
professionals. 

 
Course Outcomes: 
By the end of the course, student will be able to 

• Understand Cyber Security architecture principles 

• Identifying System and application security threats and vulnerabilities 

• Identifying different classes of attacks 

• Cyber Security incidents to apply appropriate response 

• Describing risk management processes and practices  

• Evaluation of decision making outcomes of Cyber Security scenarios 

 
UNIT-I: Introduction To Cybercrime: Introduction, Cybercrime: Definition and 
Origins of the Word, Cybercrime and Information Security, Cybercriminals, 
Classifications of Cybercrimes, Cybercrime: The Legal Perspectives, 
Cybercrimes: An Indian Perspective, Cybercrime and the Indian ITA 2000, A 
Global Perspective on Cybercrimes, Cybercrime Era: Survival Mantra for the 
Netizens 
 
UNIT-II: Cyber Offenses: Planning of Offenses by Cyber Criminals–Introduction, 
Planning attacks by criminals, Social Engineering, Cyber stalking, Cyber cafe 
and Cybercrimes, Botnets: The Fuel for Cybercrime, Attack Vector Cloud 
Computing. 
 
UNIT-III: Cybercrime Mobile And Wireless Devices: Introduction, Proliferation 
of Mobile and Wireless Devices, Trends in Mobility, Credit Card Frauds in Mobile 
and Wireless Computing Era, Security Challenges Posed by Mobile Devices, 
Registry Settings for Mobile Devices, Authentication Service Security, Attacks on 
Mobile/Cell Phones, Mobile Devices: Security Implications for Organizations, 
Organizational Measures for Handling Mobile, Organizational Security Policies 
and Measures in Mobile Computing Era, Laptops. 
 
UNIT-IV: Tools And Methods Used In Cybercrime: Introduction, Proxy Servers 
and Anonymizers, Phishing,  Password Cracking, Key loggers and Spywares, 
Virus and Worms, Trojan Horses and Backdoors,   Steganography, DoS and 



DDoS Attacks, SQL Injection, Buffer Overflow, Attacks on Wireless Networks, 
Phishing and Identity Theft: Introduction, Phishing, Identity Theft (ID Theft) 
 
UNIT-V: Cybercrimes And Cyber Security: Need for Cyber laws: The Indian 
Context, The Indian IT Act, Challenges to Indian Law and Cybercrime Scenario 
in India, Consequences of Not Addressing the Weakness in Information 
Technology Act, Digital Signatures and the Indian IT Act, Information Security 
Planning and Governance, Information Security Policy Standards, Practices, The 
information Security Blueprint, Security education, Training and awareness 
program, Continuing Strategies. 
 

UNIT-VI: Understanding Computer Forensics: Introduction, Historical 
Background of Cyber forensics, Digital Forensics Science, The Need for 
Computer Forensics, Cyber forensics and Digital Evidence, Forensics Analysis of 
E-Mail, Digital Forensics Life Cycle, Chain of Custody Concept, Network 
Forensics,    Approaching a Computer Forensics Investigation, Computer 
Forensics and Steganography, Relevance of the OSI 7 Layer Model to Computer 
Forensics, Forensics and Social Networking Sites: The Security/Privacy Threats, 
Computer Forensics from Compliance Perspective, Challenges in Computer 
Forensics, Special Tools and Techniques, Forensics Auditing, Antiforensics 
 
Text Books: 
1. Cyber Security: Understanding Cyber Crimes, Computer Forensics and Legal  
Perspectives, Nina Godbole, Sunit Belapure, Wiley. 
 

Reference Books: 
1. Principles of Information Security, Micheal E.Whitman and Herbert J.Mattord, 
Cengage Learning. 
2. Information Security, Mark Rhodes, Ousley, MGH. 
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Introduction to Internet of Things 

(Open Elective-III) 
 

Course Objectives: 
From the course the student will learn 

• the application areas of IOT 

• the revolution of Internet in Mobile Devices, Cloud & Sensor Networks 

• building blocks of Internet of Things and characteristics 
 
Course Outcomes:  
By the end of the course, student will be able to 

• Review Internet of Things (IoT). 

• Demonstrate various business models relevant to IoT. 

• Construct designs for web connectivity 

• Organize sources of data acquisition related to IoT, integrate to enterprise 
systems. 

• Describe IoT with Cloud technologies. 
 
UNIT–I:  

The Internet of Things- An Overview of Internet of things, Internet of Things 
Technology, behind IoTs Sources of the IoTs, Examples OF IoTs, Design 
Principles For Connected Devices, Internet connectivity, Application Layer 
Protocols- HTTP, HTTPS, FTP 
 

UNIT–II: Business Models for Business Processes in the Internet of Things, 
IoT/M2M systems LAYERS AND designs standardizations, Modified OSI Stack 
for the IoT/M2M Systems ,ETSI M2M domains and High-level capabilities, 
Communication Technologies, Data Enrichment and Consolidation and Device 
Management Gateway Ease of designing and affordability. 
 
UNIT-III: Design Principles for the Web Connectivity for connected-Devices, Web 
Communication protocols for Connected Devices, Message Communication 
protocols for Connected Devices, Web Connectivity for connected-Devices. 
 

UNIT-IV: Data Acquiring, Organizing and Analytics in IoT/M2M, 
Applications/Services/Business Processes, IOT/M2M Data Acquiring and 
Storage, Business Models for Business Processes in the Internet Of Things, 
Organizing Data, Transactions, Business Processes, Integration and Enterprise 
Systems. 
 
UNIT-V: Data Collection, Storage and Computing Using a Cloud Platform for 
IoT/M2M Applications/Services, Data Collection, Storage and Computing Using 
cloud platform Everything as a service and Cloud Service Models, IOT cloud-



based services using the Xively (Pachube/COSM), Nimbits and other platforms 
Sensor, Participatory Sensing, Actuator, Radio Frequency Identification, and 
Wireless, Sensor Network Technology, Sensors Technology, Sensing the World. 
 
Text Books: 
1. Internet of Things: Architecture, Design Principles And Applications, 

Rajkamal,  McGraw Hill Higher Education 
2. Internet of Things, A.Bahgya and V.Madisetti, Univesity Press, 2015 
 
Reference Books:  
1. Designing the Internet of Things, Adrian McEwen and Hakim Cassimally, 

Wiley 
2. Getting Started with the Internet of Things, CunoPfister , Oreilly 
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MEAN Stack Technologies 

(Open Elective-IV) 
 

Course Objectives: 

• To Learn the basics of Web Designing using HTML, DHTML, and CSS 

• To learn the basics about Client side scripts and Server side scripts 
 

Course Outcomes : At the end of the course, student will be able to  

• Describe basics of Web Designing using HTML, DHTML, and CSS 

• Build real world applications using client side and server side scripting 
languages 

• Design and develop applications using web servers 

• Analyze the basics of PHP programming 

• Apply  Database connectivity with case study for student Information 
System and Health Management system 

 
UNIT I: HTML & DHTML :- Introduction, HTML Formatting, Hyper-Links, Lists,  
Tables, Images, Forms, Frames, Cascading Style sheets, Types, XML, Document 
type definition, XML Schemas, Document Object model, HTML and Scripting 
Access, Rollover Buttons, Moving objects with DHTML, Ramifications of DHTML. 
 
UNIT II: Introduction to Client Side scripting: JavaScript, Control statements, 
Functions, Arrays, Objects, Events, Dynamic HTML with Java Script, AJAX: Ajax 
Client Server Architecture, XML Http Request Object, Call Back Methods. 
 

UNIT III: Web Application- Web servers, IIS (XAMPP, LAMPP) and Tomcat 
Servers, Server Side Scripting, Java Servlets, Java Server Pages, Java Server 
Faces, JSF Components,  Session Tracking, Cookies. 
 
UNIT- IV: PHP Programming: Basic Syntax, Defining variable and constant,  
PHP Data types, Operator and Expression, Operator Precedence, Decisions and 
Loop, Functions & Recursion, String Processing and Regular Expressions, Form 
Processing, Working with file and Directories, Cookies. 
 

UNIT- V: JDBC: Database Connectivity with MySQL, Servlets, JSP, PHP, 
MongoDB, NOSQL Database, Fundamentals of JQuery and Bootstrap. 
Case Studies - Student information system, Health Management System 
 
 
Text Books: 

1. Paul J. Deitel, Harvey M. Deitel, Abbey Deitel, “Internet & World Wide Web 
How to Program”, Fifth Edition, Deitel Series, 2012.  

2. Jason Gilmore, “Beginning PHP and MySQL from Novice to Professional”, 



Fourth Edition, Apress Publications, 2010.  

 

Reference Books: 

1. Brown, Ethan, “Web Development with Node and Express: Leveraging the 
JavaScript Stack”, O'Reilly Media, 2019. CSE Dept. Flexible Curriculum 
NITTUGCSE19 95. 

2. Anthony, Accomazzo, Murray Nathaniel, Lerner Ari, “Fullstack React: The 
Complete Guide to React JS and Friends”, Fullstack.io, 2017.  

3. Kozlowski, Pawel, “Mastering Web Application Development with Angular 
JS”, Packt Publishing Ltd., 2013.  

4. Robert W. Sebesta, “Programming with World Wide Web”, Fourth Edition, 
Pearson, 2008.  

5. David William Barron, “The World of Scripting Languages”, Wiley 
Publications, 2000.  

6. Dayley B., “Node.js, MongoDB, and AngularJS Web Development”, 
Addison-Wesley Professional, 2014.  

7. Vainikka J., “Full-Stack Web Development using Django REST Framework 
and React”, 2018 
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Deep Learning Techniques 

(Open Elective-IV) 
 

Course Objectives: At the end of the course, the students will be expected to: 

• Learn deep learning methods for working with sequential data, 

• Learn deep recurrent and memory networks, 

• Learn deep Turing machines, 

• Apply such deep learning mechanisms to various learning problems. 

• Know the open issues in deep learning, and have a grasp of the current 
research directions. 

 

Course Outcomes: After the completion of the course, student will be able to  

• Demonstrate the fundamental concepts learning techniques of Artificial 
Intelligence, Machine Learning and Deep Learning. 

• Discuss the Neural Network training, various random models. 

• Explain the Techniques of Keras, TensorFlow, Theano and CNTK 

• Classify the Concepts of CNN and RNN 

• Implement Interactive Applications of Deep Learning. 

 
UNIT I:  
Fundamentals of Deep Learning: Artificial Intelligence, History of Machine 
learning: Probabilistic Modeling, Early Neural Networks, Kernel Methods, 
Decision Trees, Random forests and Gradient Boosting Machines, 
Fundamentals of Machine Learning: Four Branches of Machine Learning, 

Evaluating Machine learning Models, Overfitting and Underfitting. [Text Book 
2] 
 
UNIT II: Introducing Deep Learning: Biological and Machine Vision, Human 
and Machine Language, Artificial Neural Networks, Training Deep Networks, 
Improving Deep Networks. [Text Book3] 
 
UNIT III: Neural Networks: Anatomy of Neural Network, Introduction to Keras: 
Keras, TensorFlow, Theano and CNTK, Setting up Deep Learning Workstation, 
Classifying Movie Reviews: Binary Classification, Classifying newswires: 
Multiclass Classification.  [Text Book 2] 
 

UNIT IV:  
Convolutional Neural Networks: Nerual Network and Representation Learing, 
Convolutional Layers, Multichannel Convolution Operation, Recurrent Neural 
Networks: Introduction to RNN, RNN Code, PyTorch Tensors: Deep Learning 

with PyTorch, CNN in PyTorch. [Text Book 3] 
UNIT V:  



Interactive Applications of Deep Learning: Machine Vision, Natural Language 
processing, Generative Adversial Networks, Deep Reinforcement Learning. [Text 

Book 1] 
Deep Learning Research: Autoencoders, Deep Generative Models: Boltzmann 
Machines Restricted Boltzmann Machines, Deep Belief Networks. [Text Book 1] 
 

Text Books:  
1. Deep Learning- Ian Goodfellow, Yoshua Bengio and Aaron Courvile, MIT 

Press, 2016  
2. Deep Learning with Python - Francois Chollet, Released December 2017, 

Publisher(s): Manning Publications, ISBN: 9781617294433 
3. Deep Learning Illustrated: A Visual, Interactive Guide to Artificial 

Intelligence - Jon Krohn, Grant Beyleveld, Aglaé Bassens, Released 
September 2019, Publisher(s): Addison-Wesley Professional, ISBN: 
9780135116821 

4. Deep Learning from Scratch - Seth Weidman, Released September 2019, 
Publisher(s): O'Reilly Media, Inc., ISBN: 9781492041412 

 
Reference Books: 

1. Artificial Neural Networks, Yegnanarayana, B., PHI Learning Pvt. Ltd, 
2009. 

2. Matrix Computations, Golub, G.,H., and Van Loan,C.,F, JHU Press,2013. 
3. Neural Networks: A Classroom Approach, Satish Kumar, Tata McGraw-

Hill Education, 2004. 
 

Web Link:  
1. Swayam NPTEL:  Deep Learning: 

https://onlinecourses.nptel.ac.in/noc22_cs22/preview 
  

https://onlinecourses.nptel.ac.in/noc22_cs22/preview
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Cloud computing with AWS 

(Open Elective-IV) 
 

Course Objectives: 
This course is intended to analyze the basics of cloud computing, and make 
aware students with diversified technologies working for cloud architecture. 
Course will be focusing on architecture, service models, privacy & security in 
cloud. 
 
Course Outcomes: 
Upon completion of this course, the students will be able to 

• Understand and analyze the architecture of Cloud (Analyze). 

• Identify and apply deployment and management options of AWS Cloud 
Architecture (Apply). 

• Design architectures to decouple infrastructure and reduce 
interdependencies (Create). 

 
 
UNIT I: 
Introduction of Cloud Computing: What is Cloud Computing, How it works, 
Types of Cloud, Goals & Challenges, Leveraging Cloud Computing, Cloud 
Economics and Total Cost of Ownership 
 
UNIT II: 
Cloud Service Models Software as a Service (SaaS): Introduction, Challenges in 
SaaS Model, SaaS Integration Services, Advantages and Disadvantages. 
Infrastructure As a Services (IaaS): Introduction, Virtual Machines, VM 
Migration Services, Advantages and Disadvantages. Platform As a service (PaaS): 
Introduction, Integration of Private and Public Cloud, Advantages and 
Disadvantages. 
 
UNIT III: 
Virtualization and Abstraction: What is Virtualization and how abstraction is 
provided in cloud? Advantages and Disadvantages, Types of Hypervisor, and 
Load balancing. 
 
UNIT IV: 
Amazon Web Services Getting started with AWS, AWS Compute, Storage, and 
Networking, AWS Security, Identity, and Access Management, AWS Database 
Options, AWS Elasticity and Management Tools 
 
UNIT V: 
 Architecting on AWS Introduction to System Design: AWS Essentials Review and 



System Design for High Availability, Automation and Serverless Architectures: 
Event-Driven Scaling, Well-Architected Best Practices: Security, Reliability, 
Performance Efficiency, Cost Optimization and Deployment and 
Implementation: Design Patterns and Sample Architectures 

 
Text books: 

1. Judith Hurwitz, R Bloor, M.Kanfman, F.Halper “Cloud Computing for 
Dummies”, Wiley India Edition, First Edition  

2. Rajkumar Buyya, James Broberg, Andrzej M. Goscinski, ”Cloud 
Computing: Principles and Paradigms”, Wiley Publication,2011 

 
Reference Books: 

1. Tim Mather, SubraKumara swamy, Shahed Latif, “Cloud Security and 
Privacy: An Enterprise Perspective on Risks and Compliance”, 
O’ReillyMedia Inc, 2009  

2. Mickey Iqbal 2010, “ IT Virtualization Best Practices: A Lean, Green 
Virtualized Data Center Approach”, MC Press  

3. Frank H. P. Fitzek, Marcos D. Katz, “Mobile Clouds: Exploiting Distributed 
Resources in Wireless, Mobile and Social Networks”, Wiley Publications, 
ISBN: 978-0-470- 97389-9, Jan 2014. 

 
e-Books: 
1. https://www.manning.com/books/exploring‐cloud‐computing (Paid 

Version) 
 

Supplementary Resources: 
1. NPTEL online course : 

https://onlinecourses.nptel.ac.in/noc17_cs23/preview  
2. MOOC : https://www.edx.org/micromasters/cloud-computing  
3. Coursera: https://www.coursera.org/specializations/cloud-computing  
4. AWS Academy: AWS Cloud Computing Architecture at 

https://aws.amazon.com/training/awsacademy/cloud-computing-
architecture/ 

 
 
 

  

https://www.coursera.org/specializations/cloud-computing
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Block Chain Technologies 

(Open Elective-IV) 
 

Course Objectives: 

• To understand block chain technology and Cryptocurrency works 
 
Course Outcomes: After the completion of the course, student will be able to  

• Demonstrate the block chain basics, Crypto currency 

• To compare and contrast the use of different private vs. public block chain 
and use cases 

• Design an innovative Bit coin Block chain and scripts, Block chain Science 
on varies coins 

• Classify Permission Block chain and use cases – Hyper ledger, Corda 

• Make Use of Block-chain in E-Governance, Land Registration, Medical-
Information Systems, and others 

 

 
UNIT I Introduction:  Introduction, basic ideas behind blockchain, how it is 
changing the landscape of digitalization, introduction to cryptographic concepts 
required, Block chain or distributed trust, Protocol, Currency, Cryptocurrency, 
How a Cryptocurrency works, Crowdfunding, contracts, Financial services, 
Bitcoin prediction markets, smart property, smart contracts  
 
UNIT II: Hashing, public key cryptosystems, private vs public blockchain and 
use cases, Hash Puzzles, Extensibility of Block chain concepts, Digital Identity 
verification, Block chain Neutrality, Digital art, Block chain Environment 
UNIT III:  Introduction to Bitcoin : Bitcoin Block chain and scripts, Use cases 
of Bitcoin Blockchain scripting language in micropayment, escrow etc Downside 
of Bit coin-mining, Block chain Science: Grid coin, Folding coin, Block chain 
Genomics, Bit coin MOOCs, Alternative coins,  Smart contracts, 
 
UNIT IV : Ethereum continued, IOTA, The real need for mining, consensus,  
Byzantine Generals Problem, and Consensus as a distributed coordination 
problem, Coming to private or permissioned blockchains, Introduction to Hyper 
ledger, Currency, Token, Tokenizing, Campus coin, Coin drop as a strategy for 
Public adoption, Currency Multiplicity, Demurrage currency 
 
UNIT V: Technical challenges, Business model challenges, Scandals and Public 
perception, Government Regulations, Uses of Block chain in E-Governance, 
Land Registration, Medical Information Systems. 
 
Text Book: 

1. Blockchain Blue print for Economy by Melanie Swan 



 
Reference Book: 

1. Blockchain Basics: A Non-Technical Introduction in 25 Steps 1st Edition, 
by Daniel Drescher 
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Cryptography & Network Security 

(Open Elective-IV) 
 

Course Objectives: 
The main objectives of this course are to explore the working principles and 
utilities of various cryptographic algorithms including secret key cryptography, 
hashes and message digests, public key algorithms, design issues and working 
principles of various authentication protocols and various secure 
communication standards including Kerberos, IPsec, and SSL/TLS. 
 
Course Outcomes : At the end of the course, student will be able to  

• Explain different security threats and countermeasures and foundation 
course of cryptography mathematics. 

• Classify the basic principles of symmetric key algorithms and operations 
of some symmetric key algorithms and asymmetric key cryptography 

• Revise the basic principles of Public key algorithms and Working 
operations of some Asymmetric key algorithms such as RSA, ECC and 
some more 

• Design applications of hash algorithms, digital signatures and key 
management techniques 

• Determine the knowledge of Application layer, Transport layer and 
Network layer security Protocols such as PGP, S/MIME, SSL,TSL, and 
IPsec . 

 
UNIT I: 
Basic Principles : Security Goals, Cryptographic Attacks, Services and 
Mechanisms, Mathematics of Cryptography. 
 
UNIT II: 
Symmetric Encryption: Mathematics of Symmetric Key Cryptography, 
Introduction to Modern Symmetric Key Ciphers, Data Encryption Standard, 
Advanced Encryption Standard. 
 

UNIT III: 
Asymmetric Encryption: Mathematics of Asymmetric Key Cryptography, 
Asymmetric Key Cryptography 
 
UNIT IV: 

Data Integrity, Digital Signature Schemes & Key Management : Message 
Integrity and Message Authentication, Cryptographic Hash Functions, Digital 
Signature, Key Management. 
 
UNIT V: 



Network Security-I: Security at application layer: PGP and S/MIME, Security 
at the Transport Layer: SSL and TLS, Network Security-II : Security at the 
Network Layer: IPSec, System Security 
 
Text Books: 
1. Cryptography and Network Security, 3rd Edition Behrouz A Forouzan, Deb 

deep Mukhopadhyay, McGraw Hill,2015 
2. Cryptography and Network Security,4th Edition, William Stallings, (6e) 

Pearson,2006 
3. Everyday Cryptography, 1st Edition, Keith M.Martin, Oxford,2016 
 
Reference Books: 
1. Network Security and Cryptography, 1st Edition, Bernard Meneges, Cengage 

Learning,2018 
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Introduction to Machine Learning 

(Open Elective-IV) 
 

Course Objectives: 

• Identify problems that are amenable to solution by AI methods, and which AI 
methods may be suited to solving a given problem. 

• Formalize a given problem in the language/framework of different AI methods 
(e.g., as a search problem, as a constraint satisfaction problem, as a planning 
problem, as a Markov decision process, etc). 

• Implement basic AI algorithms (e.g., standard search algorithms or dynamic 
programming). 

• Design and carry out an empirical evaluation of different algorithms on 
problem formalization, and state the conclusions that the evaluation 
supports. 

 
Course Outcomes: 
After the completion of the course, student will be able to  

• Explain the definition and usage of the term 'the internet of things' in different 
contexts 

• Demonstrate on various network protocols used in IoT 

• Analyze on various key wireless technologies used in IoT systems, such as 
WiFi, 6LoWPAN, Bluetooth and ZigBee. 

• Illustrate on the role of big data, cloud computing and data analytics in IoT 
system 

• Design a simple IoT system made up of sensors, wireless network connection, 
data analytics and display/actuators, and write the necessary control 
software 

 
Unit I: Introduction: Towards Intelligent Machines Well posed Problems, 
Example of Applications in diverse fields, Data Representation, Domain 
Knowledge for Productive use of Machine Learning, Diversity of Data: Structured 
/ Unstructured, Forms of Learning, Machine Learning and Data Mining, Basic 
Linear Algebra in Machine Learning Techniques. 
 
Unit II: Supervised Learning: Rationale and Basics: Learning from 
Observations, Bias and Why Learning Works: Computational Learning Theory, 
Occam's Razor Principle and Over fitting Avoidance Heuristic Search in inductive 
Learning, Estimating Generalization Errors, Metrics for assessing regression, 
Metris for assessing classification. 
 
Unit III: Statistical Learning: Machine Learning and Inferential Statistical 
Analysis, Descriptive Statistics in learning techniques, Bayesian Reasoning: A 
probabilistic approach to inference, K-Nearest Neighbor Classifier. Discriminant 



functions and regression functions, Linear Regression with Least Square Error 
Criterion, Logistic Regression for Classification Tasks, Fisher's Linear 
Discriminant and Thresholding for Classification, Minimum Description Length 
Principle. 
 
Unit IV:  
Support Vector Machines (SVM): Introduction, Linear Discriminant Functions 
for Binary Classification, Perceptron Algorithm, Large Margin Classifier for 
linearly seperable data, Linear Soft Margin Classifier for Overlapping Classes, 
Kernel Induced Feature Spaces, Nonlinear Classifier, and Regression by Support 
vector Machines. Learning with Neural Networks: Towards Cognitive Machine, 
Neuron Models, Network Architectures, Perceptrons, Linear neuron and the 
Widrow-Hoff Learning Rule, The error correction delta rule. 
 
Unit V:  
Multilayer Perceptron Networks and error back propagation algorithm, Radial 
Basis Functions Networks. Decision Tree Learning: Introduction, Example of 
classification decision tree, measures of impurity for evaluating splits in decision 
trees, ID3, C4.5, and CART decision trees, pruning the tree, strengths and 
weakness of decision tree approach. 
 
Text Books: 
1. Applied Machine Learning,1st edition, M.Gopal, McGraw Hill Education,2018 
2. Machine Learning: An Algorithmic Perspective, Stephen Marsland, Taylor & 

Francis (CRC) 1st Edition-2014 
 
Reference Books: 
1. Machine Learning Methods in the Environmental Sciences, Neural Networks, 

William WHsieh, Cambridge Univ Press. 1 edition (August 31, 2009) 
2.  Richard o. Duda, Peter E. Hart and David G. Stork, pattern classification, 

John Wiley &SonsInc., 2nd Edition-2001 
3. Chris Bishop, Neural Networks for Pattern Recognition, Oxford University 

Press, 1995. 
4.  Machine Learning by Peter Flach , Cambridge-1st Edition 2012 
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Machine Learning with Python 

(Open Elective-IV) 
 

Course Objectives: 
From the course the student will learn 

• patterns and concepts from data without being explicitly programmed in 
various IOT nodes. 

• to design and analyze various machine learning algorithms and techniques 
with a modern outlook focusing on recent advances. 

• to explore supervised and unsupervised learning paradigms of machine 
earning,  Deep learning technique and various feature extraction 
strategies. 

 
Course Outcomes: At the end of the course, student will be able to 

• Illustrate and comprehend the basics of Machine Learning with Python 

• Demonstrate the algorithms of Supervised Learning and be able to 
differentiate linear and logistic regressions 

• Demonstrate the algorithms of Unsupervised Learning and be able to 
understand the clustering algorithms 

• Evaluate the concepts of binning, pipeline Interfaces with examples 

• Apply the sentiment analysis for various case studies  
 

UNIT-I: 
Introduction to Machine Learning with Python: Introduction to Machine 
Learning, basic terminology, Types of Machine Learning and Applications, Using 
Python for Machine Learning: Installing Python and packages from the Python 
Package Index, Introduction to NumPy, SciPy, matplotlib and scikitlearn, Tiny 
application of Machine Learning. 
 
UNIT-II: 

Supervised Learning: Types of Supervised Learning, Supervised Machine 
Learning Algorithms: k-Nearest Neighbors, Linear Models, Naive Bayes 
Classifiers, Decision Trees, Ensembles of Decision Trees, Kernelized Support 
Vector Machines, Uncertainty Estimates from Classifiers. 
 
UNIT-III: 
Unsupervised Learning: Types of Unsupervised Learning, challenges, 
Preprocessing and scaling, Dimensionality Reduction, Feature Extraction, 
Manifold Learning, Clustering: K-Means Clustering, Agglomerative Clustering, 
DBSCAN, Comparing and Evaluating Clustering Algorithms. 
 
UNIT-IV: 



Representing Data and Engineering Features: Categorical Variables, Binning, 
Discretization, Linear Models, Trees, Interactions and Polynomials, Univariate 
Nonlinear Transformations, Automatic Feature Selection. Parameter 
Selection with Preprocessing, Building Pipelines, The General Pipeline Interface 
 

UNIT-V: 
Working with Text Data (Data Visualization) : Types of Data Represented as 
Strings, Example Application: Sentiment Analysis of Movie Reviews, 
Representing Text Data as a Bag of Words, Stop Words, Rescaling the Data with 
tf-idf, Investigating Model Coefficients, Approaching a Machine Learning 
Problem, Testing Production Systems, Ranking, Recommender Systems and 
Other kinds of Learning. 
 
Text Books: 
1. Introduction to Machine Learning with Python: A Guide for Data Scientists, 
Andreas C. Muller & Sarah Guido, Orielly Publications, 2019. 
2. Python Machine Learning, Sebastian Raschka & Vahid Mirjalili, 3rd Edition, 
2019. 
3. Building Machine Learning Systems with Python, Luis Pedro Coelho, Willi 
Richert, 2nd Edition, 2015. 
 
Reference Books: 

1. Machine Learning, Tom M. Mitchell, Mc Graw-Hill Publication, 2017 
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